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STATISTICS II . . 

I Time Allouied : Three Hours I I M axirrtum,M arks : 200 I 
. 

INSTRUCTIONS 
. .. 

Candidates should. attempt FIVE · questions in 
ALL ·.tncluding Questions No. i and 5 which. are· 

compulsory. The remaining THREE questions 
should be answered by choosing · at least ONE 
question each from Section A . and Section B. 

The numb_er of marks carried by each 
questic)n is indicated against.· each. 

Answers must be written o,nly in ENGLISH. 

"(Symbols ·and.abbreviati9ns are .as usual.) 

Any essential data assumed. by' candidq,tes fo·r 
answering questions must be clearly sta,t~d":. 

Tw_o graph sheets are attached to this question 
paper for: answering graph-related questions. 

Candidate ·· is expected .· to carefully· detach . these 
and attach. them .securely to. the answer book. 

SECTION A 

l. Attempt any fiv..e parts of the following ; Bx5=40 

(a) .Obtain· the least square es~imaies of the 
parameters in a simple linear · regression model, 
where the errors are i.i.d. normal variates. Check 
whether they are unbiased. 
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(b)" "Show that l' 8 has minimum ~ariance .lin !the =­

class ofJinear unbiased estimators of l'f), if l'f3 is 
estimable, for the model (Y, Xf), cr2I). 

- ~ ... , . . .... 

(c) For the linear :model of- one way analysis of 
variance, derive the test for testing equality of 
the parameters. 

(d) Show that, a statistic T 
0 

for e is consistent, if 

E(Tn)- ---7 ~ and Yar(Tn)_ ---7 0, as n ---7 oo. 

(e) Find the MLE for the parameter 8 based on 
samples from a. uniform ,distribution _over 

[8 - y 2' 8 + y 2]. 

CO Obtain ~he MVB estimator for the parameter e 
for the population 

-· 
1 ftx) ~ _ e-x/e xP- 1;, 6 ~ x < eo; given-p > 0. 

8 P r<p) 

2. (a) Show that the best fitting linear function for_ the 
points (xl' y 1), ... , (xn,'Y n) satisfy the equation 

X y 1 

:Lxi LYi n 0, 
. 1,_ = I. = ... , n. 

1 

LXi2 LX· y· . 1 1 bXi 
1 i 1 

10 

E-JTT -L-TUB 2 [Contd.l 

evid
ya

rth
i.in

Educational Material Downloaded from http://www.evidyarthi.in/ 
Get CBSE Notes, Video Tutorials, Test Papers & Sample Papers



_,. .. , .....,_, 
~ ~ 

(b) Copsidenng the. sum- of the angles~, is. 180°,. find . · 

the best estimates of the three angles A, B',:C: for . · .. ·· 

the" following_ data by .the method of least 
squares : 

A_ . 35° 40° 45° . 
B -. 60° 62~ 58° -· 
c 83° g()o 77° 

-(c) Ootain an unbiased estimator of !. for 
. H 

J(x; 8) = 8 (1 ·- S)x-l; X:;;- 1, 2~ -... ~ 9·< 8 <J. 

Also, what is its diE?.~ribution· ? 

( ~) If'! 1 is the most efficient estimator an<;l _T 2 is any 
other estimator of e with effici.ericy 'e', show that 

10 

Var CT 1 - , T2) :::: (! - 1). Var, CT1). 
-- - e 10 

3. (a) ;For the linear model ·y :;; Xl) + £ and A anct B 
matrix of constants, show that\ 

X'xA_=·X'XB, iff .XA,. = ~XB. 

(b) . For the one-way model 

Yij = ~ + ai + .Zij; i = J, 2, 3; j = 1,, 2, ... , ni; 

E(lij) :;;::: 0, check whether~ + a1 and ci1 - ci3 are 

10 

estimable; when ·n - = 4 - i. 10 
-~ 1 

(c) Show-that the mean square <;ievi'ation ·E( ~- -~~ e)2 

. - A . • . 

'of a:h estimator 8 of e can never :'fall below a 
; . . 

positive limiti. 'Yhen the taqge is inde~endent ·of . 
e and th~. second derivative of the _li~.eljhood 

function exists. 10 
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(d) Find the MLE for N for. the hypergeometric 
""'distribution· 

(~) (~~~) . . 

(
Nn) , max(O,n- N +M) ~ x ~min (n, M) 

f(x)= 

0 , otherwise. 

4. (a) For the simple linear '·model 

Yi = ~0 + f3 1xi + li, i = 1, ... , N 
A 

obtain the variance of ~1 . 

(b) Write a note on Bhattacharya's bounds. Explain· 
how- it is a generallzation of the Cramer - Rao 

10 

10 

inequality. 10 

(c) If two most efficient estimators is distributed in 

the bivariate normal form (in the limit), show 
that the correlation between them tends to unity. 10 

(d) Let 4 1, ... , Xn denote a sample :from 
b(l, 8), 0 < e < 1 where 

h(O) = r(a + ~) ea-l (1- e)fl-l 0 < e < 1. · · r<a.> r(~) ' , · ·· 

Show that, the ·Bayes decision rule for the 
quadratic loss Junction, is a weighted average of 

the MLE of 0 and "the· mean a./ (a + p) of the 
prior distribution. 10 
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SECTIONB 

5. Attempt any five parts of the following : 8x5=40 

(a) Distinguish between randomized and 
non-randomized t.ests. Give an ~xample. 

(b) Obtain the MP size a test for testing H0 : p =Po 
against H1 : p = p1; p 1 > p0 based on a sample of 
size :h from b(l, p). 

(c) Explain the uses of control charts in quality 
control. 

(d) What is double. sampling inspection plan ? 
Suggest the general. method of plotting the OC 
function of such ~ plan. 

{e) . Let X- Np(J-1, }":). find the marginal distribution 
of any sub vector of X. 

(f) What is the Neyman - Pearson fundamental 
lemma ? Explain its usefulness in Testing of 
Statistical Hypotheses. 

6. (a) Obtain the BCR for testing H0 : cr = cr0 against 
H 1 : cr = cr1 based on samples from N(O, ~). 10 

(b) 
. . 

What is an unbiased test? Give an example. 10 

(~) What do you understand by producer's risk and 
consumer's risk in. single sampling inspection . 
plans ? Explain their importance. 10 

(d) Find the MLE's for J..L and L for the population 

NP(~, :L). 10 
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(a) Obtain the OC-for the normal distribution with 
: _J ... • •• 

unit variance while test!ng H0 : 9 = 80 agains~ 
H 1 : 9 = B1. 10 

(b) What are .. AQQ , ~uid~AOQL? Explain their uses~· 10 

(c) Derive the null.,distribution of sample correlation 
coefficient , based on samples from a bivariate 
normal -population. 

(d) How will .you test' the equality of the components 
of a mean vector In a multivariate normal 

- ' 

10 

population ? 10 

8. (a) Test the hypothesis H0- : 8 :::: 80 against Hi': 8 -:1= 80 
based on a ~ample of SIZe· n from a uniform 
distribution in the ·interval ·o ~ -x ::::; e. 

i - . 
-- l 

What are sequential sampling plans ? :Explain (b) 

one of them. 

·(c) Obtain the· distribution of the sample ~ variance 
.and co_yanance matrix in samples from a 

10 

10 

p-variate normal population. 10 

(d) What is dimens1on reduction techniqu~ ? (Use 
principal-coniponents_- to explain the ,technique.). 10 

~· .. - ' . 
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