MATRICES

KEY CONCEPT INVOLVED

Matrices - A system of mn numbers (real or complex) arranged in a rectangular array of m rows and n
columns is called a matrix of order m x n. An m x n matrix (to be read as ‘m by n” matrix)
Anm x n matrix is written as
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Thenumbers a,,;, a,, etc are called the elements or entries of the matrix. If A isa matrix of order m x n, then
we shall write A = [aij]m «n Where, a; represent the number in the i-th row and j-th column.

Row Matrix - Asingle row matrix is called a row matrix or arow vector. e.g. the matrix [a,;, a,, ...... a,]is
arow matrix.
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Column Matrix - Asingle column matrix is called a column matrix or a column vector. e.g. the matrix| :
. . a
isam x 1 column matrix. ml

Order of a Matrix - A matrix having m rows and n columns is of the order m x n. i.e. consisting of m rows
and n columns is denoted by A = [aij]mx o

Square Matrix - If m =n, i.e. if the number of rows and columns of a matrix are equal, say n, then it is called
asquare matrix of order n.

Null or Zero Matrix - If all the elements of a matrix are equal to zero, then it is called a null matrix and is
denoted by O, or 0.

Diagonal Matrix - A square matrix, in which all its elements are zero except those in the leading diagonal is
called a diagonal matrix, thus in a diagonal matrix, a; = 0, ifi =}, e.g. the diagonal matrices of order 2and 3
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Scalar Matrix - A square matrix in which all the diagonal element are equal and all other elements equal to
zerois called a scalar matrix.

K 0 0
i.e.inascalar matrixa; =k fori=janda; =0fori=j. Thus | 0 K 0 | isascalar matrix.
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Unit Matrix or Identity Matrix - A square matrix in which all its diagonal elements are equal to 1 and all
other elements equal to zero is called a unit matrix or identity matrix.

100
e.g. a unitor identity matrix of order 2 and 3 are {0 1}and 0 1 0| respectively.
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Upper triangular Matrix - A square matrix Awhose elements a; = =0fori >jiscalledan upper triangular
matrix.
Lower triangular Matrix - A square matrix A whose elements a;= =0fori<jiscalleda lower triangular
matrix.
Equal Matrices - Two matrices Aand B are said to be equal, writtenasA= B if

(i) theyare of the same order i.e. have the same number of rows and columns, and

(i) the elements in the corresponding places of the two matrices are the same.
Transpose of a matrix - Let Abeam x n matrix then the matrix of order n x m obtained by changing its rows
into columns and columns into rows is called the transpose of A and is denoted by A’ or AT.
Negative of Matrix - Let A= [a 1 ... beamatrix. Then the negative of the matrix A is defined as the matrix
[-a ]m « and is denoted by —A
Symmetrlc Matrix - a square matrix A is said to be symmetric if A’ =
Thusa square matrix A= [a;] is symmetric if A=[a,] is symmetric |f a;; = —a, forall values of i and j.
Skew-Symmetric Matrix - Asquare matrix Ais said o be skew-symmetrlc |fA —AThusa square matrix
A=a ] is skew-symmetrlc ifa; =-a; for all values of i and .
In partlcular a;, =—a,;, = 2a; = 0=a,; =01.e. all diagonal elements of a skew-symmetric matrix are o.
For any square ‘matrix Awith real number entries, A+ A’ isa symetric matrixand A— A is a skew symetric
matrix.
Any square matrix can be expressed as the sum of a symetric and a skew symetric matrix.
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If A be a square matrix, then we can write A = % (A+A")+ % (A-A"), here 5 (A+A) issymetric matrix

and %(A A) isskew symetric matrix.

Addition of Matrices - Let there be two matrices A and B of the same order m x n. then the sum denoted
by A + B is defined to be the matrix of order m x n obtained by adding the corresponding elements of
Aand B.

ThusifA=[a and B = [by]

Scalar Multiplication of a Matrix - LetA=[a.] . beamatrixand K is ascalar. Then the matrix obtained
by multiplying each element of matrix A by K'is called the scalar multiplication of matrix A by K and is
denoted by KA or AK.
Multiplication of Matrices - Product of two matrices exists only if number of column of first matrix is equal
to the number of rows of the second. Let Abe m x nand B be n x p matrices. Then the product of matrices
A and B denated by A.B is the matrix of order m x p whose (i, j)th element is obtained by adding the
products of corresponding elements of ith row of A and jth column of B.
Elementary Row Operations - The operations known as elementary row operations on a matrix are-
(i) The interchange of any two rows of a matrix. (The notations R; <> R; is used for the interchange of
the i-th and j-th rows.)
(i) The multiplication of every element of a row by a non-zero element (constant).
(The notations K.R; is used for the multiplication of every element of i-th row by a constant K.
(i) Theaddition of the elements of a row, the product of the corresponding elements of any other row by
any non-zero constant. (The notation R; + K.R, is generally used for addition to the elements of
i-th row to the element of j-th row multlplled bythe constant K (K= 0))
Invertible matrices - If Ais a square matrix of order m, and if there exists another square matrix B of the
same order m, such that AB = BA =1, then Bis called the Inverse matrix of Aand it is denoted by AL, In
that care Ais said to be invertible.

ilmxn mxn teNA+B=[a; +b] .
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If Aand B are invertible matrices of the same order, then (AB)™ =B AL,

Inverse of a matrix by elementry operations - Let X, Aand B be matrices of, the same order such that X =
AB. In order to apply a sequence of elementry row operations on the matrix equation X = AB, we will apply
these row operations simultaneously on X and on the first matrix A of the product AB on RHS.
Similarly, in order to apply a sequence of elementry column operations on the matrix equation X = AB, we
will apply, these operations simultaneously on X and on the second matrix B of the product AB on RHS.
In view of the above discussion, we conclude that if A is a matrix such that A~ exists, then to find A~
using elementry row operations, write A= 1A and apply a sequence of row operation on A= 1Atill we get,
I =BA. The matrix B will be the inverse of A. Similarly, if we with to find A= using column operations, then,
write A=Al on A= IAtill we get, | = BA. The matrix and apply a sequence of column operationson A=Al
till we get, 1 = AB.

Remark - In case, after applying one or more elementry row (column) operations on A=1A (A=Al). If we
obtain all zero in one or more rows of the matrix Aon L.H.S., that A~* does not exist.

CONNECTING CONCEPTS
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The elements a;; ofa matrix for which i = j are called the diagonal elements of a matrix and the line along
which all these elements lie is called the principal diagonal or the diagonal of the matrix.
Properties of transpose of the matrices-
(i) A+B)Y=A'"+B
(i) (KA)' = KA’, where K is constant
(i) (AB)'=B'A’
(iv) (A=A
Properties of Matrix addition-
(i) Matrix Addition is Commutative - If Aand B be two m x n matrices, then A+ B=B+A
(if) Matrix Addition is Associative - If A, Band C be three m x n matrices, then
(A+B)+C=A+(B+C)
Properties of Multiplication of a Matrix by a Scalar-
() IfK,and K, are scalars and A be a matrix, then (K, + K,)) A=K A+ K A,
(i) If K, and K, are scalars and A be a matrix, then K, (K, A) = (K, K))A.
(iii) If Aand Bare two matrices of the same order and K a scalar, then K (A + B) = KA + KB.
(iv) If K, and K, are two scalars and A is any matrix then (K, + K,) A=K, A+ K A,
(v) IfAisanymatrix and K be a scalar.
then (-K) A=—(KA) =K (-A).
Properties of Matrix Multiplication -
(i) Associative law for Multiplication - If A, B and C be three matrices of order m x n and n x p and
p % g, respectively, then (AB) C =A (BC).
(i) Distributive Law - IfA, B, C be three matrices of order m x n, n x pand n x q respectively.
thenA-(B+C)=A-B+A-C
(iif) Matrix Multiplication is not commutative.
ie A-B=B-A
(iv) Theexistence of multiplicative Identity : For every square matrix A, there exists an identity matrix of
same order such that IA=Al = A.
If Abe anyn X n square matrix, then
A-(AdjA) = (AdjA) -A= Al 1,
where | _isan n x n unit matrix
(i) Onlysquare matrix can have inverse
(ii) The matrix B=A"1, will also be a square matrix of same order A.
(iii) The square matrix A is said to be invertible if A~* exists.
Every invertible matrix possesses a unique inverse.





